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Ideas & Issues (InnovatIon)

In 1997 then-Commandant of 
the Marine Corps, Gen Charles 
Krulak, delivered his “Ne Cras” 
speech to the National Press Club 

in Washington, DC.1 Gen Krulak re-
capped the Battle of the Teutoburg 
Forest during which the Roman pro 
counsel, Quintilius Varus, had his force 
of three legions, 30,000 men, ambushed 
and destroyed by an alliance of Ger-
manic tribes. Varus, who had put down 
the same tribes three years prior, was 
heard muttering “ne cras, ne cras” (Latin 
for “not like yesterday”) as he tried to 
withdraw his forces. The Germans had 
negated Roman first century combined 
arms—heavy cavalry and archery—by 
luring them into the marshes and for-
ests. Weather also had an effect; Gen 
Krulak said that the Romans had failed 
because “their whole view was based on 
the promise or the premise that nothing 
would change.” In contrast, the 31st 
Commandant stated, “To win in the 
21st century the Corps must steal a 
march on change.”
 According to our 37th Commandant, 
Gen Robert B. Neller, our Corps is in 
danger of Romanesque complacency. In 
2017, Gen Neller told Congress, “The 
Marine Corps is not organized, trained, 
equipped, or postured to meet the de-
mands of the rapidly evolving future 
operating environment.”2 In a word, 
this future operating environment is 
the Pacific. To be more exact, the word 
is Indo-Pacific, since then-Secretary of 
Defense James N. Mattis renamed the 
combatant command in 2018.3 Gen 
David H. Berger took over as Comman-
dant on 11 July 2019, issuing his Com-
mandant’s Planning Guidance (CPG) on 
the same day. Most recently serving as 
Deputy Commandant, Capabilities De-
velopment & Integration (DC, CD&I), 
Gen Berger oversaw force development 

for the Marine Corps and the refining 
of expeditionary advanced base op-
erations (EABO) concepts for the past 
year. EABs, which are mentioned 27 
times in the CPG’s 23 pages, are how 
the Marine Corps will fight composite 
warfare generally, and specifically in 
the Indo-Pacific. EAB requires forces 
designed to “stand-in” an advanced ad-
versary’s weapon engagement zones. As 
the Commandant clearly states, “If we 
expect to operate in an environment 
in which losing the hider-finder com-
petition will result in attack by mass 
indirect fires, then we will train that 
way.”

 Learning how to fight an at risk, 
survivable force in the missile warfare 
era is a hard problem. This will get 
harder when the adversary optimally 
employs missiles using swarming tactics 
and machine learning from simulated 
salvos. This will get even harder when 
the adversary has hypersonic missiles. 
This becomes harder still when the hy-
personic missiles can learn over their 
time of flight. The stakes are that ei-
ther we learn—continuously—how to 
fight, hide, and win in an environment 
where stand-in assets are at constant 
risk, or that we create our own 21st 
century Teutoburg Forest, populated 

with smoking holes of expeditionary 
bases distributed throughout the West-
ern Philippine Sea. The Commandant 
emphasizes that significant change is 
required: “Effecting that change will 
be my top priority as your 38thCom-
mandant.”4

 But change can be hard. To effect 
change, military Services typically cre-
ate “institutional memories”5 by writing 
it into doctrine. The CPG has kick-
started this process, stating,

We will conduct a comprehensive re-
view of all doctrinal, reference, and 
warfighting publications to ensure that 
our doctrine, concepts, tactics, and 
procedures nest within and support 
composite warfare

and, “Unless specified within this doc-
ument, all reference documents from 
previous Commandants are no longer 
authoritative.” Regarding implementa-
tion, Gen Berger again references Gen 
Krulak, noting both that the 31st Com-
mandant established the Marine Corps 
Warfighting Laboratory (MCWL) and 
that “the vehicle for change, in terms 
of wargaming in support of force de-
sign, will be the MCWL.” The CPG 
further states, “We must invest robustly 
in wargaming, experimentation, and 
modeling & simulation (M&S) if we 
are to be a successful learning organiza-
tion.” Gen Krulak’s main message in his 
“Ne Cras” speech was that we similarly 
needed to become a learning organiza-
tion in order to steal this march.
 But the Commandant’s guidance on 
how to adapt to our “rapidly evolving 
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future operating environment” is not 
sufficient On this, the CPG is clear:

Inevitably, EABO will evolve in imple-
mentation into a wide array of mis-
sions, with an equally wide assortment 
of force and capability combinations 
required to support them.

Even as we increase our learning pace, 
change in the world is accelerating even 
faster. To adapt to this evolutionary 
pace, our warfighting and simulation 
activities need to fully implement mod-
ern analytical techniques of artificial 
intelligence (AI) and machine learning, 
which are featured prominently in the 
CPG. In the warfighting section of the 
CPG, the Commandant states,

We will make strategic investments in 
data science, machine learning, and 
artificial intelligence. … We will le-
verage the investments other Services 
have made as a fast follower.

 In order to become a fast follower 
in any field, a “first mover,” or original 
innovator, is required.6 The company 
with perhaps the longest AI history may 
be IBM, with Deep Blue and Watson 
projects. IBM invested $1 billion to 
stand up just one Watson group focused 
on industrial research and development 
and fuel analytics.7 Watson was mainly 
developed for the marketing opportu-
nity of beating Jeopardy champions in 
front of a live studio audience. IBM 
enjoyed similar gains when their Deep 
Blue AI beat grandmaster Gary Kasp-
arov at chess in 1997.8 But leveraging 
Watson for applied problems has proven 
difficult. I worked briefly on a Watson 
instantiation for a government client in 
2012. At the time, “training” Watson 
consisted of feeding it tens of thousands 
of question and answer pairs. It turned 
out that Watson actually had no intel-
ligence, it just knew all of Wikipedia in 
the form of these question and answer 
pairs. The true technical challenges of 
Watson development consisted of har-
nessing a roomful of 2011 computing 
power to search all of Wikipedia in the 
time it took host Alex Trebek to read 
the Jeopardy answer.
 Becoming a fast follower requires 
even more money or more expertise, 
to pick up on something that the first 

mover missed.9 Google caught up to AI 
innovation in 2014 with the affordable 
$500 million acquisition of DeepMind, 
a London based lab.10 These types of 
acquisitions are sometimes described 
as acqui-hiring, or purchasing the 
company solely to acquire the talented 
employees working there in order to 
move them to similar projects. But even 
Google has been completely hands-off 
with DeepMind. DeepMind’s CEO, 
Dr. Demis Hassibis, has remained 
with the company since he founded it 
in 2010.
 DeepMind’s story is instructive in 
what it takes to develop a warfighting 
concept that continually learns how to 
win. Throughout 2018, DeepMind de-
veloped an AI model called AlphaStar 
to play against professional Starcraft II 
players. Starcraft II is a realtime strategy 
war game first released in 2010. It is 
one of the longest running, most played 
video games in the world; Starcraft I 
debuted in 1998 when Gen Krulak was 
the Commandant. Here is how Deep-
Mind describes how AlphaStar learns 
to play Starcraft II in industry terms:

More specifically, the neural network 
architecture applies a transformer 
torso to the units (similar to rela-
tional deep reinforcement learning), 
combined with a deep LSTM core, 
an auto-regressive policy head with 
a pointer network, and a centralised 
value baseline.11

In the initial set of matchups, Alpha-
Star went 10-1 against the profession-
als, 5-0 against a lower rated pro, and 
5-1 against a top player.12 In July 2019, 
AlphaStar began playing anonymously 
on the competitive “ladder” in Europe, 
so a broader set of the AI’s effectiveness 
will be available soon.13

 But AlphaStar is no overnight suc-
cess. That buzzwordy soup of models 
was years in research, testing, and de-
velopment. Even after this years’ long 
effort, the models supporting Alpha-
Star were not yet ready to fight. In the 
Marine Corps, we say that we must 
train how we fight. AI systems take 
this quite literally. After initial devel-
opment, it took a week to “train” an 
AlphaStar agent on games involving 
human players. A week means that 
each agent runs 24/7 on 16 of Google’s 
proprietary Tensor Processing Units 
(TPUs). Next is another week or two of 
subsequent training, this time playing 
the best performing AlphaStar agents 
against themselves. Military train-
ing is expensive, but AI is in another 
class by itself. To make the pro beat-
ing version of AlphaStar, DeepMind 
trained 600 AI agents for 14 days on 
the TPUs. These are not cheap; the 
estimated training bill is $28 million.14 
To make an analogy, AlphaStar had 
a full preseason and regular season 
before taking on the pros. With our 
current wargaming and AI capability, 
employing EABO would be like taking 

We need to develop a culture of innovation, learning, and change in order to address the chal-
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one spring practice and then advancing 
directly to the Super Bowl.
 Our Marine Corps is not going to 
acqui-hire a world class AI capability. 
We would not foot the bill just for train-
ing. The Marine Corps is not manned, 
trained, or equipped to be a fast follower 
in technological pursuits, particularly 
AI and data science. It is not hard to 
see why, as the CPG states: 

We do not currently collect the data we 
need systematically, we lack the pro-
cesses and technology to make sense of 
the data we do collect, and we do not 
leverage the data we have to identify 
the decision space in manning, train-
ing, and equipping the force.

 But it is not too late to be a slow 
follower. StarCraft II is a challenging, 
complex decision game that has emerged 
by consensus as a “grand challenge” 
for AI research. But it is not nearly as 
complex as actual warfare. The secret 
sauce to AlphaStar and most produc-
tion AI systems is what is known as 
supervised learning: drawing knowledge 
from observing what humans actually 
do. In this regard, the Marine Corps 
has a deep reservoir of knowledge which 
can benefit AI. The Commandant has 
stated as much. Immediately after the 
well-intentioned “fast follower” sentence 
referring AI and machine learning, the 
CPG states

These tools will empower our exist-
ing analytical community to leverage 
the advanced education investments 
the Marine Corps is making in the 
88XX community.” Further solutions 
the CPG prescribes include: deliber-
ate [S]ervice-level O-6 [colonel] and 
O-5 [lieutenant colonel] talent man-
agement, permanent manning ad-
justments, fiscal programming, and 
the temporary allocation of highly-
qualified manpower from the MCU 
student population, are all elements of 
a likely solution for proper resourcing 
of this critical effort.

 To implement AI for concept devel-
opment and operational use, the Ma-
rine Corps needs another shift in how 
we invest in that technical talent. In 
2011, I participated with the planning 
teams in Quantico that developed the 

Commandant’s Career-Level Education 
Board and the Commandant’s Profes-
sional Intermediate level Education 
Board.15 Although most of the selectees 
were destined for resident PME, these 
boards were designed to send “the best 
and fully qualified officers” for grad-
uate-level education, even if they did 
not want it. When other Services send 
their members for 88XX-level gradu-
ate education, they gain a new primary 
MOS, not an additional one. For the 
critical technical expertise needed to 
establish a continuing development of 
data science, AI, and wargaming for 
operational problems, the Marine Corps 
needs to follow suit.
 Gen Krulak recognized this fact in 
his CPG, also issued the first day that 
he was Commandant, stating, 

We have limited resources and, there-
fore, we must get the maximum return 
on every dollar spent, every Marine 
assigned to instructional duties, and 
every minute of instruction. This will 
require constancy of purpose, stabil-
ity among faculty and trainers, and 
an understanding of education and 
learning theory. 

The graduate education “problem” has 
been studied repeatedly, with different 
points of emphasis and with different 
recommendations. However, one thing 
holds constant: the only way to achieve 
“maximum return on every dollar spent” 
is to assign technical Special Education 
Program graduates to their new 88XX 

MOS permanently. This is an acqui-hire 
within our own ranks. This means tell-
ing some supremely talented mid-career 
Marines that they will be doing AI re-
search under stop-move orders (if not 
stop-loss). Needs of the Marine Corps. 
This would be true of each billet that the 
Commandant suggests altering in order 
to enable his top priority of changing 
Marine Corps force design.

 The CPG states, “All of our invest-
ments in data science, machine learning, 
and artificial intelligence are designed 
to unleash the incredible talent of the 
individual Marine.” Gen Krulak’s CPG 
similarly stated,

It is my intent that we reach the stage 
where Marines come to work and 
spend part of each day talking about 
warfighting: learning to think, making 
decisions, and being exposed to tactical 
and operational issues.

These two statements, made 24 years 
apart, are inextricably linked. The latter 
exposes how Gen Krulak envisioned 
our Corps would “steal a march on 
global change.” Gen Krulak sought to 
institutionalize innovation by seeking 
it from “all of our Marines and civil-
ians from private to general and GS-1 
to SES [senior executive service],” an 
act that would continue a culture of 
learning, a culture of innovation, a cul-
ture of change. But Gen Krulak was 
ahead of his time. With current tech-
nology, we can make tactical decision 
games, models and simulations, tools 
for MOS-specific problems, and even 
virtual reality in a collaborative Ma-
rine environment that collects the data 
for training AI models and other data 
science purposes. But this cannot hap-
pen unless we make structural changes 
for this system to be built to modern 
standards and by Marines, for Marines.
 Stealing a march on change will take 
more than just organizational stabil-

ity. It will also take directive action be-
tween activities that goes further than 
what the CPG suggests. The document 
makes references to both AI/ML and 
wargaming but does not directly link 
the two. This linkage is necessary. It is 
interesting that CMC states (empha-
sis in the original) that “we will build 
a Wargaming Center on the Marine 
Corps University (MCU) campus” 

To implement AI for concept development and oper-
ational use, the Marine Corps needs another shift in 
how we invest in that technical talent.
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at nearly the same instant that DOD 
is about to award a department wide 
cloud computing contract.16 Histori-
cal wargaming efforts are not designed 
to operate on this scale, but AI/ML is. 
Wargames focused on “talent manage-
ment, predictive maintenance, logistics, 
intelligence, and training,” challenges 
referenced in the CPG, will not yield 
intelligent answers with tens or hun-
dreds or thousands of simulation runs. 
Each AlphaStar agent learned to play 
StarCraft by experiencing up to 200 
years of realtime play. That means mil-
lions of games played per agent. B.H. 
Liddell Hart once wrote, “There is no 
excuse for anyone who is not illiterate if 
he is less than three thousand years old 
in mind.”17 If we do not follow the ac-
tual industry standards of fast followers, 
then our AI models will be functionally 
illiterate.
 Gen Krulak ended his “Ne Cras” 
speech in 1997 by recalling that the 
Latin saying had a duel meaning. Five 
years after Varus’s defeat, Caesar Augus-
tus led an expedition back to Germany 
to recover the three lost eagles. After 
finding the German tribes united, Au-
gustus too said, “Ne cras,” which also 
means “a warning for tomorrow.” The 
Roman Empire did not fall because of 
Varus’s intransigence, the eagles were 
subsequently recovered on three sepa-

rate expeditions, and the Empire contin-
ued to thrive for another 400 years. Our 
current Commandant is clearly focused 
on the future, with a commitment to a 
warfighting concept that has a chance 
to succeed in the Western Philippine 
Sea and anywhere else in the world. 
We have been warned, now it is time 
to march.
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