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Ideas & Issues (Artificial Intelligence)

As the U.S. military postures 
itself for strategic competi-
tion, battlefield effectiveness 
will depend on its ability to 

outperform the decision-making cycle 
of its pacing threats. The U.S. military 
has been developing new concepts for 
multidomain operations, intended to 
better integrate operations in the air, 
land, maritime, space, cyberspace, and 
electromagnetic spectrum domains. It 
already conducts multidomain opera-
tions today, but current initiatives aim 
to expand the scope, scale, and speed of 
such operations resulting in what has 
been coined “convergence.”1 
	 Convergence means collecting data 
from sensors, analyzing it, discerning 
the important information, sending 
it to the relevant operators, and opti-
mally responding with the right mu-
nitions, from the right platform, at 
the right time. Achieving convergence 
will require an increasingly integrated 
and interoperable force with a shared 
understanding of the common operat-
ing environment.2 The DOD envisions 
joint kill webs that can rapidly and effi-
ciently link any sensor to any shooter—
the principle of convergence—through 
the concept of Joint All-Domain Com-
mand and Control.3 In other words:

The Army has the weapons, observe, 
orient, decide, act (OODA) loop, and 
kill chain for land-based problems. 
The Navy has the weapons, OODA 
loop, and kill chain for sea-based prob-
lems. The Air Force has the weapons, 
OODA loop, and kill chain for air-
based problems. There’s also space, cy-
berspace, and electronic warfare with 
their own weapons, OODA loops, and 
kill chains. We need to replace these 

two-dimensional kill chains (the static 
linear sequence of events) with a six-
dimensional kill web (connect all six 
domains of warfare into a dynamic 
network) at all echelons of command.4

Conceptualizing and more important-
ly—understanding—the extended bat-
tlespace in which the integrated and 
distributed force operates in further-
ance of secure information parsimony 
(i.e., the right information, delivered to 
the right person, at the right time, and 
at the right place) will require networks, 
waveforms, connectivity, distributed 

command and control, and integrated 
platforms—many of them automated, 
deciding and acting at the speed of ma-
chines.5 It will occur to such a degree 
that monitoring the myriad decisions 
being made across the battlespace with 
fidelity and transparency may need its 

own automated oversight akin to the 
dynamic and emergent environment 
found in financial sectors.
	 However, this convergence of capa-
bilities means that machines and sensors 
are no longer tactical adjuncts within 
the U.S. military. They are becoming 
increasingly relied upon and even de-
ferred to as tactical decision aids. As 
we increase the complexity of the bat-
tlespace by weaving kill chains into 
kill webs across multiple domains and 
augment human tasks with machines 
at all echelons of command, humans 
and machines will both influence each 
other in an iterative process. 
	 Thus, a hybridization will occur. 
Humans and machines will become 
so task-intertwined that they collec-
tively exhibit entirely new emergent 
behaviors that may obfuscate where 
a machine’s behavior ends and where 
human agency begins. This leads to 
iterative interactions between both 
humans and machines resulting in 
hybrid organizational systems that ex-
hibit behaviors and produce effects all 
their own. More specifically, as these 
new technologies integrate with other 
existing ones and density increases, it 
may be difficult or even impossible to 
distinguish between which inputs and 
decisions are human and which are 
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machine, and how they might be ar-
riving at their decisions, appraisals, or 
predictions. With this interactive com-
plexity, it is often impossible to isolate 
individual causes and their effects be-
cause the parts are all connected in a 
complex web.6 These phenomena are 
indicative of emergent systems.7 (They 
are also known as non-linear systems.) 
Complicating things further, kill webs 
are more complex than traditional sup-
ported/supporting relationships due 
to both the engagement density of the 
assets within the web and the potential 
simultaneity of requests for approval 
happening in realtime. What emerges 
is a complex group dynamic that can-
not be divined from the rules for in-
dividuals. The global behavior of an 
emergent system is qualitatively differ-
ent from the behavior of its parts, and 
in the act of separating the component 
parts, they lose their coherence, mean-
ing, and context.8 Identifying where a 
machine’s agency ends and a human’s 
agency begins becomes problematic. 
	 Moreover, legal causation tests tend 
to break down when applied to emer-
gent systems. The kinds of phenomena 
that kill webs exhibit will have pro-
found implications for legal analyses, 
which rely on evidence of human be-
havior and agency when determining 
foreseeability, causal relationships, and 
ultimately what a human being might 
be thinking or intending. As machine 
autonomy intercedes on human agency, 
both redistributing it and rearranging 
it, it confounds the norms we have long 
relied upon for ascribing legal and moral 
responsibility and for holding people 
and institutions accountable.9 As we 
weave kill chains into kill webs, we are 
simultaneously increasing the complex-
ity of interactions between humans and 
machines with subsystems in a single 
domain and then, those myriad interac-
tions will be integrated across multiple 
domains at all echelons of command. 
What happens when we put a single 
linear path—the chain of legal causa-
tion, against a dynamic, modular, and 
non-linear kill web? A complex adaptive 
system of both offensive and defensive 
tactics operating as a kill web may make 
the traceability of human agency within 
it nearly impossible to identify. 

Recommendation
	 To fully understand the implications 
of automation-augmentation, organiza-
tional leaders could adopt a relational 
ontology that accepts that, in the Digital 
Age, human and machine agents are so 
closely intertwined in hybrid collectives 
that the relationships between them de-
termine their actions. Blockchain tech-
nology (BCT) may be a new paradigm 
of risk management that is more proac-
tive, connected, and able to identify rela-
tionships and intangible risks to provide 
layers of mitigation. BCTs have already 
been posited as a means to mitigate 
credit decisions in the banking sector 
to reduce uncertainty; for cyber-threat 

intelligence-sharing systems for dynam-
ic risk management; and for prevent-
ing security breaches while enhancing 
connectivity between stakeholders.10 
By facilitating risk identification at an 
early stage as well as periodically review-
ing those risks once the commander has 
implemented risk mitigation measures 
BCTs may help prevent and combat the 
negative effects on operational processes 
(e.g., the targeting cycle) anticipated 
from a volatile, uncertain, complex, and 
ambiguous hybrid environment where 
machines and humans are iteratively in-
teracting.11 In other words, BCTs can 
help the commander understand that 
while there is one area of responsibil-
ity, different domains within that area 
(both geographic and functional) may 
have different tactical and operational 
complexions of many human + machine 
relationships. Understanding these re-
lationships improves the commander’s 
awareness of information parsimony 
required for convergence, and likewise, 
auctioning-off targets to those plat-
forms best postured in time and space 
within the kill web to prosecute them.  
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