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What does it mean to be a 
leader when machines 
gain greater and great-
er autonomy? Artifi-

cial intelligence (AI) is challenging 
what it means for humans to be in 
control. Whether finding your way 
around town, driving cars, or even 
putting fires on target, AI-enabled 
tools create choices previously re-
served for humans. The Marine 
Corps will need to grapple with the 
impacts of this technological shift, 
particularly as AI advances toward 
genuinely autonomous systems that 
may create leadership challenges. 
 Faced with technology developing 
even as it proliferates across civilian and 
military domains, the Marines Corps 
must now wrestle with the implications 
now or risk getting caught flat-footed. 
The Corps is a leadership-centric orga-
nization, priding itself on developing 
leaders at a more junior level than other 
Services while emphasizing strategic im-
pacts that even the most junior leader 
can have on the modern battlefield.1 As 
AI improves and emerges on battlefield 
platforms, it begs the question of how 
leaders will need to adapt to maximize 
the capabilities of this technology while 
mitigating its potential disruptive influ-
ence. As machines gain abilities that 
will one day approach that of a hu-
man in some respects, how does that 
change leadership dynamics? A great 
place to start is with the Marine Corps 
leadership traits, focusing on those 
likely to see the most impact from AI. 

AI: Impacts Begin Now
 Organizations are already develop-
ing and applying AI-enabled technolo-
gies to military systems.2 In 2021, the 
former chair of the U.S. AI Council 
stated that AI is the most crucial part 
of the coming competition in the 21st 
century because it is a “field of fields,” 
or foundational technology, for so many 
other pieces of emerging technology.3 

The 2021 final report from the National 
Security Commission on AI stated, 
“AI-enabled capabilities will be tools 
of first resort in a new era of conflict.”4 

To prepare for these conflicts, the DOD 
“requested $14.7 billion for science and 
technology programs,” $847 million (or 
6 percent) of which directly supported 
AI efforts.5 The United States is rapidly 
moving toward an AI-integrated future.

 Our strategic competitors share the 
importance of AI to their military and 
national security. The People’s Repub-
lic of China is investing heavily in AI 
development efforts. It may enjoy some 
advantages in this pursuit, derived from 
a top-down authoritarian structure that 
allows them to marshal resources and 
direct private and government collabo-
ration.6 The Chinese military is actively 
experimenting with AI, seeking to inte-
grate it into their overall defense strategy 
at every echelon while gathering data to 
refine these initial efforts.7 The People’s 
Republic of China is the most pressing 
concern for AI development, but Russia 
is also developing AI for military and 
national security purposes.
 In 2017, Vladimir Putin responded 
to the publication of the People’s Re-
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public of China’s AI policy, stating, 
“Whoever becomes the leader in this 
sphere will become the ruler of the 
world.”8 The Russian security estab-
lishment sees the integration of AI into 
their armed forces as a critical compo-
nent of their future military power.9 

They are willing to experiment with 
early capabilities, even creating a dedi-
cated department within the Ministry 
of Defense focused on AI in 2021.10 

While AI has not played a prominent 
role in the war in Ukraine, it has already 
played on the periphery. One usage of 
AI to support Russia’s 2022 invasion 
was releasing of an AI-based, deepfake 
video of Ukrainian President, Volody-
myr Zelenskyy, telling troops to surren-
der.11 Despite Russia’s many challenges 
in Ukraine, their national drive for AI 
is still a concern. As these adversaries 
make strides in AI and integrate these 
tools, the Marine Corps cannot be left 
behind. 

Initiative: Letting the Roombas® 
Rumble
 One of the main functions of lead-
ership is to allow people to act in co-
ordinated ways under a set of unified 
guidance. This amplifies the effects that 
any one individual can have at a time. 
Every fire team leader gives his team or-
ders that they need those orders to have 
the ability to execute independently. 
They will do so to the best level that 
they understand those orders and can 
execute given personal and environmen-
tal limitations. Squad leaders do this 
for their fire teams, and this goes on up 
the chain of command. This chain of 
trust in the ability of subordinates to 
accomplish the tasks you have assigned 
to them is a powerful thing and requi-
site for the success of any organization. 
This trust is developed through human 
interaction, observing and working to-
gether through training to understand 
the nuances of the leader’s intent and 
the limits of the ability of subordinates 
to accurately make that intent reality. 
What happens when your subordinate 
is no longer human? 
 Systems are still decades from gain-
ing human-like initiative.12 Still, cars 
are already driving with minimal hu-
man interaction and everyday people 

allow their Roombas® to make simple 
decisions as they clean their homes.13 
As AI-enabled systems become more 
capable and ubiquitous on the battle-
field, tactical and operational leaders 
must learn how and when to allow these 
machines to exercise initiative. Just as 
you develop confidence in your subordi-
nates through training and evaluation, 
leaders must also build trust and under-
standing of their AI systems.14 Through 
rigorous training, leaders will gain an 

understanding of the capabilities and 
limitations of platforms. This will help 
them discern the situations these as-
sets can handle and those that require 
a more nuanced human approach.15 

Nevertheless, the battlefield is moving 
toward automation, forcing leaders to 
decide when to let AI exhibit various 
degrees of autonomy.  
 A poignant example comes from the 
Second Nagorno-Karabakh War in the 
Fall of 2020. Azerbaijan, having lost 

the conflict with Armenia in 1994, 
invested in unmanned aerial systems 
(UAS) and loitering munitions in the 
lead-up to the war.16 These systems used 
an AI feature called computer vision 
to identify enemy positions, vehicles, 
and personnel. The computer vision 
algorithm then made targeting recom-
mendations to their human controllers, 
who could then decide whether attack 
or wave off. The Azeris used these un-
manned aerial systems and loitering 
munitions to compensate for the lack 
of traditional airpower and achieved im-
pressive combined-arms effects against 
well-entrenched personnel, armor, and 
logistical support of the Armenians, 
largely due to the rapid tempo they were 
able to generate.17

 They intentionally avoided limit-
ing the computer vision’s autonomy 
by establishing a “human-on-the-loop” 
relationship with the weapons vice a 
“human-in-the-loop” structure. This 
relationship provided a level of control 
and relieved personnel from monitoring 
the weapons full-time until the systems 
identified a target.18 Human-on-the-
loop constructs place the controller 
on the edge of the decision-making 
(DM) process, allowing the AI to take 
initiative when targets are identified. 
Decision points are reached much faster 
than possible with the human-in-the-

A Marine with III MEF experiments with a micro unmanned ground vehicle’s capabilities. 
(Photo by LCpl Stephen D. Himes.)

... everyday people al-
low their Roombas® to 
make simple decisions ...
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loop model, where the person still has 
complete control over starting or stop-
ping an action.”19 Can the culture of 
the Marine Corps adapt to the “human 
on the loop” model?
 Leaders across the Marines must ag-
gressively pursue early opportunities to 
integrate these technologies into their 
training environments. This not only 
allows the systems to be improved by 
increased data inputs, but it also allows 
the leaders to develop the trust that is 
critical for determining when a subor-
dinate (AI or human) can and should 
take initiative, and when to let their 
“Roombas®” take the fight themselves.

Decisiveness: Speeding Up the OO-
DA-Loop
 The ability of leaders to quickly 
synthesize data and make informed 
decisions is a critical element of their 
role, and technology has been an enabler 
throughout the history of warfare. AI 
promises to be yet another leap in the 
DM evolution. AI-based DM comes in 
various forms that generally take three 
basic stages. The first is by providing 
support when making decisions. Hu-
mans pair their contextual knowledge 
and common sense with AI, which pro-
vides descriptive, diagnostic, or predic-
tive data. With more advanced AI, it 
may be allowed to augment decisions. 
Using data, the AI suggests a decision 
or options to a human counterpart. The 
most advanced level is automated DM, 
in which an AI-enabled system uses pre-
dictive or prescriptive analysis to make 
decisions without human intervention. 
This offers inhuman speed, scalability, 
and consistency but lacks the mitigating 
role of human experience.20

 A 2021 panel examining how emerg-
ing technologies like AI would impact 
the U.S. intelligence community spe-
cifically highlighted AI for its potential 
to speed up the DM of leaders. AI is 
incredibly good at taking vast amounts 
of data (at a scale that would be mean-
ingless for humans) and quickly finding 
patterns and relations.21 They found 
that AI had the potential to speed DM 
by assisting in the automated process-
ing of data, triage and notification, 
adaptive tasking, and pattern recogni-
tion.22 While specifically focused on 

intelligence organizations, some of these 
benefits translate to the battlefield and 
will inevitably impact a leader’s ability 
to be decisive. 

Knowledge: If you Don’t Know, Now 
You (Should) Know
 Understanding the capabilities and 
limitations of the equipment your el-
ement employs, and at least the basic 
concepts of what your personnel spe-
cialize in, is critical for leaders to execute 
any mission properly. This holds true 
for AI, where Marine leaders need to 
start getting familiar with the types 
of AI, the way that this technology in-
terfaces with their equipment, and its 
capabilities and limitations. This does 
not mean that every squad leader needs 
to become a programmer; however, in 
the same way that ground element lead-
ers do not need to know how to fly a 

fighter jet, they still need to understand 
the basic capabilities and limitations of 
those platforms so they can effectively 
utilize them to deliver outcomes. 
 In 2020, DOD’s Joint Artificial In-
telligence Center published the DOD 
AI Education Strategy, which provides 
a framework for how to educate per-
sonnel and leaders on the basics of AI 
as it enters the force.23 Importantly, it 
differentiates the types of knowledge 
required at different levels of interac-
tion. Most Marine leaders will fall 
into an “employment” role, defined as 
interpreting the output of AI systems 
to help their DM, understanding basic 
concepts with an eye toward future ap-
plications, and proficiency in engaging 
with and interpreting AI applications 
on the battlefield.24

 The Marine Corps has also taken 
steps toward creating a more AI-lit-
erate workforce. In 2019, the Marine 
Corps partnered with Northern Vir-
ginia Community College to provide 
AI training for intelligence data engi-

neers, (NMOS 2652).25 Similarly, the 
Naval Post Graduate School now of-
fers distance learning programs in AI, 
which opens this education to a swath 
of the officer community.26 While 
these are important steps, there are 
greater opportunities to engage staff 
non-commissioned officers and even 
more junior non-commissioned officers. 
Courses could be tailored to address 
the relevant systems and interactions 
that they would face at their level while 
providing a better depth of knowledge 
for future system integration.  
 Leaders need to take the initiative to 
bridge the knowledge gap informally 
while the Marine Corps develops its 
own curriculum. Training resources 
are available online that provide an un-
derstanding of fundamental principles 
and foundational knowledge for leaders 
to build from. 27 These can be tailored 

into hip-pocket lessons that can provide 
Marines with a head start. It is critical 
as a leader to learn and be conversant 
with the technology you are employ-
ing. There is an urgent responsibility for 
Marine leaders to know and understand 
AI-enabled systems. 

Conclusion: Meeting the Challenge 
of AI Integration
 AI is coming to warfighting in a way 
that may disrupt key elements of how 
the Marine Corps fought over the last 
decades. Technological revolutions can 
provide tools that make a force domi-
nant, but militaries that build the best 
doctrine for adopting those tools often 
come out on top. How well is the tech-
nology understood, tested, and applied? 
The demands for AI are no different. 
Leaders throughout the Marine Corps 
need to be prepared for the impact on 
the speed of their decisiveness, the 
questions over allowing autonomous 
systems to exercise initiative, and to 
develop the foundational knowledge 

AI is coming to warfighting in a way that may disrupt 
key elements of how the Marine Corps fought over the 
last decades.
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that will provide the foundation for the 
successful integration of AI.
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